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Abstract
We investigate the finance-growth nexus before and around the global financial crisis using for the first time OTC derivative data in growth estimates. Beyond the most recent Rousseau and Wachtel (2010) evidence which documents the interruption of the positive finance-growth relationship after 1989, we show that bank assets contribute indeed negatively, while OTC derivative positively or insignificantly with a much smaller effect in magnitude. At the same time the impact of the crisis is captured by a very strong negative effect of year dummies around the event. Our findings and their discussion aim to provide insights for policy measures aimed at tackling the crisis, disentangling positive from negative effects of derivatives and bank activity on the real economy and restoring the traditional positive link between finance and growth.

Keywords: finance and growth, OTC derivatives, banking, global financial crisis.
JEL Numbers: E44, G10, O40.

1. Introduction

The global financial crisis which exploded in the second half of the first decade of the new century, created unprecedented challenges to policymakers and led academicians to re-examine the nexus between finance and growth in a dramatically changed scenario. According to different estimates Central Banks and governments disbursed between 5 and 10 trillion dollars in terms of loans, direct non recoverable outlays or guarantees to save banks and the financial system.\(^1\) This is why many intellectual energies are currently dedicated to understand why the crisis happened and how it is possible to avoid that something similar may happen again in the future.

\(^1\) The IMF calculated in August 2009 the total cost of the financial crisis at 11,9 dollar trillions including capital injections to save banks, costs of absorbing toxic assets and guarantees over debt and liquidity support from Central Banks [http://www.telegraph.co.uk/finance/newsbysector/banksandfinance/5995810/IMF-puts-total-cost-of-crisis-at-7.1-trillion.html]. Panetta et al. (2009) calculate total commitments at July 2009 at around 5 dollar trillions.
A main change occurred in the last years in financial markets well before the crisis is undoubtedly the impressive surge in the volume of derivatives created and traded. Heiss and Sammer (2010) document that in 1990 (Q1) derivatives accounted for 433.8% of the US GDP, slightly less than bonds (477.2%), while in 2008 (Q3) they jumped to 4,880.2% of GDP, ahead of bonds, equities, bank assets and the total of bank assets/equities/bonds by far. In the same period US derivatives (both exchange and OTC traded) held by US commercial banks and trust companies, grew by 544.8 percent (exchange rate derivatives), 42,132.9% (interest rate derivatives) up to 84,889.5 percent (credit derivatives). This growth was mostly driven by OTC derivatives. The same numbers clearly indicate that the growth of derivatives far exceeded not only that of the real economy but also of the underlying financial assets that derivatives are generally expected to hedge. At the same time the new financial development oriented always more banks toward non interest income activities progressively transforming their role. This is part of a longer run transformation as documented by Edwards and Miskin (1995) showing that the share on non-interest income as a fraction of net operating revenue raised from around 18 in 1978 to 35 percent in 1994, and to 42 percent in just the last twenty years for commercial banks (Allen, 2005).

Our claim is that, due to these reasons, the finance and growth literature, one of the most popular research topics in economics with one of the longest historical traditions in the field, cannot neglect anymore the role of derivatives and the transformation of the role of banks and faces the challenge of understanding whether and in which way their surge has modified the traditional links between the financial sector and the real economy.\(^2\)

As it is well known the traditional functions performed by financial markets are pooling resources, transferring value intertemporally and cross-sectionally, providing ways of clearing and settling payments, allocating financial resources to the most productive destinations, managing risk and implementing price information (Bhattacharya and Thakor, 1993; Merton and Bodie, 2005). In this

\(^2\) Among the most well known theoretical contributions on the role of financial markets on the real economy following the intuition of Schumpeter see Bencivenga et al. (1991), Boyd et al. (1986) and Greenwood et al. (1990).
respect Heiss and Sammer (2010) document that derivatives have original features which broaden the set of these traditional functions since they may be conceived as “adapters” among different financial systems which are not fully integrated (Merton and Bodie, 2005).

First of all, derivatives allowed immense resource pooling in the last years and their enormous growth dramatically affected balance sheets of financial institutions. In addition to it, derivatives are generally regarded as lowering transaction costs and helping information discovery with positive effects on economic activity (Merton, 1992). As a consequence, one of the questions that an empirical analysis on them must tackle is whether this growth of financial securities generated wealth and income effects with positive impact on economic growth.

Another crucial role of derivatives has been by far that of enhancing risk allocation. Currency swaps allow for instance to hedge foreign currency flows into the home currency thereby eliminating (even though at a cost) foreign currency risk for those main currencies for which a currency swap market exists. In the same way interest rate swaps allow to hedge interest rate risk among counterparties with fixed/flexible interest debt. In both cases the rise of derivative markets may be regarded as having extensive and intensive effects on the demand for real investment and trade of goods and services on foreign markets thereby positively affecting economic growth. Finally, the existence of derivatives has been generally viewed as enhancing arbitrage opportunities eliminating market inefficiencies (Heiss and Sammer, 2010).

Beyond these distinctive characteristics derivatives modified the same way in which the traditional lending activity is carried out. Securitization of subprime loans and creation of credit derivatives, with the switch from the originate-to-hold to the originate-to-distribute model, allowed original lenders who sold the loan to the originator (and large financial intermediaries who bought the credit derivatives created by the latter) to improve their capital requirements without effectively reducing their level of risk, even though a different type of (counterparty and systemic) risk was replaced to the traditional one. Since the triple A rating score gained by many credit derivatives based on riskier
underlying mortgages allowed counterparties to reduce capital requirements, derivatives may be considered monetary base and their growth may have had consequences similar to those of expansionary monetary policies.\(^3\)

On the negative side, several authors have warned against some potentially negative effects of derivatives. The same decoupling between their volume (and their turnover) and the corresponding aggregates for the underlying financial assets suggests that derivatives are, to a large extent, not used to hedge but for tax and regulatory arbitrage and for short term trading (Blundell and Atkinson, 2011). This phenomenon was led by individual traders not interested in the derivative hedging properties, by the same banks and pension systems which adopted more aggressive management strategies and by the progressive diffusion of high frequency trading.

Rajan (2006) observes that the above described financial innovation increased appetite for risk of large financial intermediaries and made financial systems "more exposed to financial-sector-induced turmoil and the possibility of low probability but costly downturns". Blundell and Atkinson (2011) emphasize that derivatives shift but do not eliminate aggregate risk. Since derivatives often raise leverage and derivative trades are often zero sum games, they increase counterparty risk. Given that complex derivative transactions involve several intermediaries and the failure of one of them may prevent all the others from fulfilling their obligations, derivatives may significantly increase systemic risk in the economy.

A final question concerns the concentration of the derivatives market on the supply side. Sundaram and Willey (2008) calculate that the top 25 US banks account for 99% of the total notional amounts of derivatives in the US commercial banking system. Blundell and Atkinson (2011) calculate Herfindal Indexes for different segments of derivatives market and show that most of them are dominated by a few players. The concentration increased after the crisis due to the failures and mergers of large institutions. Given such concentration the question is whether efficiency gains

\(^3\) Savona, Maccario and Oldani (2000) test this hypothesis and find support for it by showing that derivatives influence coeteris paribus interest rates and may therefore be considered “speculative demand of money”.
discussed above are appropriated by this oligopoly or by consumers and investors. The concern is enhanced also because, in a framework of asymmetric information, lack of competition and lack of diversity of views on price formation and wide bid-ask spreads worsen the problem of risk mispricing.

Based on similar considerations Fink et al. (2006) argue that misuse of derivatives, and not derivatives per se, should be blamed for having amplified the crisis and regulators should not lose sight of the real benefits of derivatives (Murphy, 2009).

A related source of problems leading to the financial crisis has focused not just on the misuse of new financial instruments (financial derivatives) but on its causes, identifying them in a distorted system of incentives of financial intermediaries. The drive of the latter for profit maximization, combined with the use of new sophisticated financial instruments for which all (interconnectedness, counterparty, systemic) risk features where difficult to detect, caused them to miss the target of “risk adjusted profit maximization” and led to excessive short term risk taking which endangered the same organization survival. Managerial stock options (without clawbacks) and golden parachutes, together with traders bonus, were in fact tailored to reward short term returns without penalizing medium run increase of risk. In this framework, as mentioned above, even commercial banks traditionally oriented toward (lower return and lower risk) traditional lending activity adopted disintermediation strategies which led to a progressive reduction of the share of profits arising from the traditional lending activity. Excessive risk taking may also have been fostered by two sources of moral hazard. Some of these financial intermediaries were too big to fail and some of them were also commercial banks and therefore anticipated their higher probability of being saved due to the presence of bank deposits.

Given the presence of the above mentioned controversial effects arising from the combination of derivatives proliferation and the incentive systems of financial intermediaries, and given the impressive way in which they change the international financial scenario, it is no wonder that the traditional finance and growth nexus is going to be affected by them. Rousseau and Wachtel (2006
and 2009) with panel data over the period 1960 to 2003 document that the positive link between finance and growth found by King and Levine (1993) is no more robust over their extended period and disappears after 1989. They attribute such finding to the financial crisis and to the process of financial liberalization.

We intend to provide further reflection on this point with an econometric analysis which extends up to 2009 (and therefore covers a longer time spell around and after the financial crisis) by explicitly introducing proxies of derivatives turnover among relevant regressors.4

The paper is divided into four sections (including introduction and conclusions). In the second section we accurately describe our database (countries considered and variables used). In the third section we illustrate our econometric specification and comment our findings. The fourth section concludes.

2. Database

Given the importance of the issue at stake, we provide in this section, and in the one which follows, full evidence on our data and estimating techniques in order to make it easier to replicate our results and to compare them with further research on this topic.

Our study includes panel data on financial and macroeconomic indicators for 37 countries5 over the 1995-2010 period. Data are taken from the 2011 edition of the World Bank’s World Development Indicators database, except for OTC data which are from the Triennial Central Bank Survey of

---

4 The only attempt we know (Baluch and Ariff, 2007) does not use conditional convergence estimates and is run on a sample of 11 countries in a time spell which ends before the financial crisis. Empirical findings document that illiquid derivative markets have a negative impact on growth non contradicting the positive role that derivative risk transfer may have on economic activity.

5 Australia, Austria, Bahrain, Belgium, Brazil, Canada, Czech Republic, Denmark, Finland, France, Germany, Greece, Hong Kong, Hungary, India, Indonesia, Ireland, Italy, Japan, Korea, Rep., Luxembourg, Malaysia, Mexico, Netherlands, New Zealand, Norway, Poland, Portugal, Saudi Arabia, Singapore, South Africa, Spain, Sweden, Switzerland, Thailand, United Kingdom, United States.
Foreign Exchange and Derivatives Market Activity of the Bank for International Settlements (BIS) (see Table 1 for variable description). The number of country-year observations is constrained to this time spell by the availability of OTC turnover. OTC data are made publicly available by the BIS for 38 countries any three years starting from 1988. Countries are mostly high income OECD and generally those with most developed financial markets.

The number of countries and the time window in our panel are different from those considered by Rousseau and Wachtel (2000) (henceforth also RW) and Back and Levine (2004) in their previous work on finance and growth using panel data, where they investigate the impact of the stock market on economic growth. More specifically, RW (2000) constructed a panel data set with annual observations from 1980 to 1995 for 47 countries, while Back and Levine (2004) worked with a panel of 40 countries and 146 observations, where data are averaged over five 5-year periods between 1976 and 1998.

All data are recorded at yearly frequency with the exception of our OTC variable, which is the OTC interest rate derivatives daily average turnover recorded in the BIS survey. This information is available every three years. In order to have yearly data we interpolate this series by using the piecewise cubic Hermite interpolation. Robustness checks with different interpolation approaches do not change substantially what follows.\(^6\) Once we obtain the values of the average daily turnover for each year of the observation period, our data are annualized assuming 252 trading days for each year in order to obtain a series with other variables used in the econometric analysis.

Borrowing from previous research we use the closest possible set of controls to RW (2000). Controls include on the financial side domestic credit provided by banking sector (BANKCRED), liquid liabilities less narrow money (M3-M1) and domestic credit to private sector (PRICR). Stock trading volume (VTRADE) and stock market capitalization (MCAP), together with OTC

\(^6\) More specifically we try linear and spline interpolation but, due to the exponential growth of the series, the piecewise cubic Hermite interpolation produces significantly smaller mean squared errors on the few countries (Italy, France and Germany) for which we have official yearly data. Evidence on this point is omitted for reasons of space and available upon request.
derivatives market turnover (OTC), are our financial market variables. Finally, we add standard controls in growth estimates such as gross fixed capital formation (INV), human capital investment proxied by gross school enrollment (SCHOOL), initial GDP level (GDP1998), inflation (INFLA), trade (TRADE) and general government final consumption expenditure (GOVEXP).

3. Empirical findings

We provide summary statistics in Table 2 and the pairwise correlation matrix of our variables in Table 3. Table 3 shows that correlations among the variables we will use in our econometric analysis are not particularly high and always below .5. The only exception, as it is obvious to be, is the correlation between bank assets and private credit (.93 percent) which may be considered as close substitutes and will therefore be used alternatively.

We start estimating the finance-growth nexus with the following fixed effect benchmark specification

\[
\ln(Y)_{it} - \ln(Y)_{i,t-k} = \alpha_0 + \alpha_1 \ln(\text{Bankcred})_{i,t-k} + \alpha_2 \ln(\text{OTCTurn})_{i,t-k} + \alpha_3 \ln(\text{School})_{i,t-k} + \alpha_4 \ln(\text{Govexp})_{i,t-k} + \alpha_5 \ln(M3)_{i,t-k} + \alpha_6 \ln(\text{Trade})_{i,t-k} + \eta_{it} + \sum_t D_{Year_t} + \varepsilon_{it}
\]

where Y is real per capita GDP at constant 1998 dollars and the left hand side variable is the GDP rate of growth calculated in log differences. On the right hand side we include as variables of financial development total assets of the domestic banking system over GDP (Bankcred) and the interest rate derivatives turnover measured as daily averages in “net gross” basis (i.e. adjusted for local inter-dealer double-counting) (OTCTurn). The variable is built as explained in section 2. Other
controls include School (secondary school enrollment rate),\textsuperscript{7} Govexp (government expenditure as percent of GDP) and Trade (volume of trade as percent of GDP).

Our specification closely resembles that of Rousseau and Wachtel (2009). The only difference in regressors is that we replace their M3-M1 and M3 measures of financial depth with the OTC variable and M1 due to lack of data.\textsuperscript{8} Furthermore, RW (2009) use OLS and system GMM five year period estimates while, due to the data constraint imposed by the use of the OTC variable, we perform our estimate by adopting the same two methodologies but on two and three year period estimates. As in WR (2009) all rhs regressors are beginning of period values.

\subsection*{3.1 OLS fixed effect estimates}

Results on our two and three year period fixed effect estimates are provided in Tables 4.1 and 4.2 respectively. Overall, the goodness of fit of our estimates including year dummies never falls below 40 percent and is remarkably high in the fully specified estimate of the three year period estimate (71 percent). The most surprising finding is the negative relationship between bank credit and economic growth. This is one of the most robust results we have. The magnitude of the estimated coefficients implies that in the two year fixed effect estimates with year dummies a 100 percent increase in bank assets is associated to a negative growth rate effect of 2-3 percent (Table 4.1, columns 1-4). The post crisis year dummy (2008) effect is around -2 percent. The magnitude is similar when we do not introduce year effects. When we move to three year panels the negative impact of the bank assets variable persists but the magnitude grows to 6-8 percent and is remarkably

\textsuperscript{7} As it is well known the growth literature also uses alternative human capital investment measures corrected for quality (see for instance Hanusek and Kinko, 2000). Our results are invariant to the use of such measures. Evidence is omitted for reasons of space and available upon request.

\textsuperscript{8} More specifically our choice is motivated by the fact that in the last years (beyond the time interval considered in Rousseau and Wachtel) we have some discontinuities in M3 for countries included in the sample. This is why we opt for the M1 alternative.
stable in all kinds of specification (including fixed effects with or without year dummies) (Table 4.2). The post crisis year dummy (2009) is now between -4 and -7 percent points.⁹

An interpretation of our findings may be related to the dynamics of the financial crisis. Most banks were involved in purchasing credit derivatives which inflated their total assets before the crisis. The value of credit derivatives however fell abruptly over the crisis. As a consequence, the larger the volume of assets of the banking system, the heaviest the government and central bank intervention needed to save them. This is why after the crisis the ratio between total bank assets and GDP became a crucial factor proxying country difficulties in recovering from the crisis (as the situations of Iceland and Ireland document).¹⁰

What can be also noted in order to interpret this finding is that, as mentioned in the introduction, banks have progressively reduced in the considered period the share of profits due to the traditional lending activity. In other terms, while in normal periods a higher volume of bank assets should imply a one to one higher volume of investment, before the financial crisis that volume corresponded to a progressively reduced share of traditional intermediation activity while during the financial crisis it became a proxy of the amount of financial system losses and of the dimension of the recovery intervention required. Note as well that that, if the negative bank effect would be due only to the crisis event, one would expect the negative sign to disappear when introducing year dummies. Since this is not the case the rationale for our findings should be different.

⁹ These magnitudes are slightly larger than those on two year estimates even when we project the latter in the three year time interval of the new estimates.
¹⁰ Total assets in the three large Icelandic banks in 2008 were roughly 9.8 times Iceland's annual gross domestic product (GDP). By comparison, bank assets in the United States were 1.2 times the domestic GDP in 2008. Iceland's banking sector growth was a recent development. In 2003, bank assets were only 1.7 times the domestic GDP. From 2003 to 2008, they grew by a factor of 10. In Ireland bank assets raised from 1.8 to 2.8 scaled on GDP from 2003 to 3.8 in 2007 and fiscal costs of the crisis were estimated at 40 percent of GDP (the highest among EU countries) (McGowan, 2011). Note that Ireland had not the highest bank asset to GDP share among EU countries, but definitely the highest bank asset to GDP share growth between 2003 and 2007.
Given that bank assets have a negative impact net of year and time dummies, this implies that such effect does not depend on country specific idiosyncratic factors (i.e. domestic regulation) and is significant even if we account for the impact of the years in which the financial crisis was more pronounced and affected cross-sectionally all countries in our sample. Since what we capture is a within effect this implies that a within country increase in financial depth of the system reduces economic growth in the considered period.

How to evaluate the overall impact of derivatives based on our data? Our results definitely find trace of the positive side of the derivative use on the real economy thereby finding empirical support to the arguments developed in the introduction. The magnitude of the effect is very limited with an elasticity below one percent. The positive direct effect of OTC turnover may be due to the wealth effects it generates and to the hedging properties of these financial instruments which improved efficiency and increased investment. On the other side, we cannot exclude that two factors impacting negatively (year dummies during the financial crisis and bank credit) may have been related to the misuse of derivatives even though we have no direct proof of it.

With regard to other regressors we observe that the volume of trade is positive and significant while human capital investment proxied by school enrolment is not. This is not a surprise in the literature which shows that the human capital is much more a between than a within effect (see Mankiw et al., 1992 and Islam, 1995), that is, the only effect of regressors which can be captured in our fixed effect estimate.

### 3.2 Robustness

For a robustness check on the significance of the bank asset variable we calculate whether our findings are sensitive to the inclusion/exclusion of one of the 37 countries of our sample. Following
a standard approach (see Frei and Stutzer, 2000) we subtract the coefficient of the estimate which excludes the given country from the coefficient of the full sample estimate and divide the value for the coefficient standard deviation. The robustness check is performed on the fully augmented estimate (Table 4.1, column 4). The resulting F-test is never above the significance level of 1.96 and actually never above .5. More specifically, the coefficients of the 37 reduced estimates are always significant and the maximum deviation from the full estimate coefficient (.0235) is .003 points against a standard error of the full estimate coefficient of .007 (Table 4.3).11

We try several other robustness checks which do not change the substance of our findings on the bank-growth nexus. We use private credit instead of bank assets following King and Levine and Rousseau and Wachtel (2000) and results are unchanged.12 Finally, we try a specification which is more akin to that of the growth convergence literature by introducing physical capital investment and, here as well, results are not substantially different (see Table 4.4).13

Note that it is hard to interpret this nexus between the two variables with an inverse causality rationale, contrary to what happens in case of positive impact where the suspicion is stronger and a long literature debate exists discussing whether it is the growth of the real side which drives the growth of the financial side or viceversa. In our case it is quite difficult to imagine why an increase in the GDP rate of growth should cause a reduction in bank assets two year before. However, since it may be thought that high order autocorrelation of the rate of growth might explain the change in the bank asset to GDP ratio we also use bank assets not scaled for GDP and the negative and significant effect is still there (Table 4.4).

3.3 GMM estimates

11 We obtain similar findings for all other specifications. Results are omitted for reasons of space and available upon request.
12 As documented in Table 3 the two variables are almost collinear but we prefer the use of bank assets in our main specification since it is more consistent with our goal of evaluating the role of banks on growth.
13 Results are omitted for reasons of space and available from the authors upon request.
In order to avoid bias and inconsistency in our estimates in presence of autocorrelation of the lagged dependent variable with the error term (Arellano-Bover, 1995; Blundell-Bond, 1998) we check the robustness of our findings with GMM estimates. To overcome the limits of first generation “first differenced GMM approach\textsuperscript{14} we adopt a “second generation” system GMM in which the first differences standard set of equations of the first approach is combined with a second set of equations in levels where suitably lagged first-differences are introduced as instruments (Arellano-Bover, 1995; Blundell-Bond, 1998). As it is standard we use year dummies as strictly exogenous instrument while lagged first differences of all other variables are used as (non strictly exogenous) GMM instruments.

Diagnostics on all reported estimates do not reject the hypothesis that errors in the first differenced regression exhibit first order, but not second order correlation. The Sargan test does not reject the null hypothesis of the overall validity of the instruments only in some of our specifications and, more specifically, in those who are fully augmented with all controls included in OLS estimates. The bank variable remains negative and significant in all but the last specification when we introduce government expenditure. The magnitude is smaller but consider that here fixed effects are omitted. Hence the within effect mixes up with the between effect in such estimates.

4. Conclusions

\textsuperscript{14} Blundell and Bond (1988) show on this point that lagged levels are often poor instruments for first differences. Bond et al. (2001) document that the first generation GMM estimator has poor finite sample properties when the autoregressive parameter (the correlation of output with its one period lagged value) approaches unity or the variance of time invariant individual effects is large with respect to time varying and transient shocks.
Our research aims to investigate the finance and growth nexus with two novelties with respect to the previous literature. It extends the periods of inquiry to the years of the financial crisis and includes proxies of derivatives expansion among regressors. In spite of the inevitable limit of our data we deem our attempt important in order to enlarge the scope of research of the traditional finance and growth literature.

Our findings clearly evidence a non-conventional finance and growth nexus. The negative impact on real economic growth of year dummies in the years in which the crisis was more pronounced is strong and evident. OTC turnover has a weak but positive effect on growth while the volume of bank credit is, surprisingly, significant and negative.

With regard to bank assets we note that a non significant effect would already be a relevant result given the strong tradition of the positive nexus between finance and growth. Hence, the significant negative within effect found in almost all specifications is even more relevant since the within effect captured with our estimates documents that, in the considered years, an increase in bank assets impacted negatively on economic growth.

Our main finding is therefore the identification of three empirical channels: a first positive and weak link between OTC trading and economic growth, a second negative and significant link between aggregate bank credit and economic growth (larger in magnitude than the first) and the negative impact of the global financial crises in the last years of our sample period. The first channel is likely to capture wealth and efficiency effects embedded in derivatives hedging properties. An overall evaluation of the role of derivatives on growth deserves however further attention. If the negative impact of bank credit, and definitely more so, the overall negative effect of the financial crisis have to be related to the negative properties of derivatives (increase of interconnectedness and systemic risk) the net impact of the latter may turn out to be negative at least in the current regulatory framework.
The challenge for the future for regulators and policymakers is therefore how to preserve the positive efficiency effects of derivative hedging properties, while contrasting their contributions to interconnectedness, counterparty and systemic risk which led to the global financial crisis and made bank assets a problem for domestic GDPs.

Basel III reforms of capital requirements accounting for these new risk dimensions, reforms of incentive schemes for managers and traders, separation between commercial and merchant banking, tax on financial transactions to deter high frequency trading, limits to bank leverage and regulation of OTC derivatives are among the main directions currently under discussion in order to achieve this goal.
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